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ABSTRACT By evoking changes in climbing fiber activity,
movement errors are thought to modify synapses from parallel
fibers onto Purkinje cells (pf*Pkj) so as to improve subse-
quent motor performance. Theoretical arguments suggest
there is an intrinsic tradeoff, however, between motor adap-
tation and long-term storage. Assuming a baseline rate of
motor errors is always present, then repeated performance of
any learned movement will generate a series of climbing
fiber-mediated corrections. By reshuff ling the synaptic
weights responsible for any given movement, such corrections
will degrade the memories for other learned movements stored
in overlapping sets of synapses. The present paper shows that
long-term storage can be accomplished by a second site of
plasticity at synapses from parallel fibers onto stellateybasket
interneurons (pf*StyBk). Plasticity at pf*StyBk synapses can
be insulated from ongoing f luctuations in climbing fiber
activity by assuming that changes in pf*StyBk synapses occur
only after changes in pf*Pkj synapses have built up to a
threshold level. Although climbing fiber-dependent plasticity
at pf*Pkj synapses allows for the exploration of novel motor
strategies in response to changing environmental conditions,
plasticity at pf*StyBk synapses transfers successful strategies
to stable long-term storage. To quantify this hypothesis, both
sites of plasticity are incorporated into a dynamical model of
the cerebellar cortex and its interactions with the inferior
olive. When used to simulate idealized motor conditioning
trials, the model predicts that plasticity develops first at
pf*Pkj synapses, but with additional training is transferred to
pf*StyBk synapses for long-term storage.

Animal studies indicate that the cerebellum contributes to a
variety of learned motor behaviors (1–7), a conclusion sup-
ported in humans by both behavioral experiments (8, 9) and
imaging studies (10, 11). Starting with the original models of
Marr (12) and Albus (13), a number of theoretical analyses
have postulated that climbing fiber-dependent plasticity at
synapses from parallel fibers onto Purkinje cells (pf*Pkj) in the
cerebellar cortex contributes to motor adaptation (14–23).
The anatomical assumptions underlying MarryAlbus-based
models of cerebellar involvement in motor learning are sup-
ported by evidence of a strong topographical organization in
the reciprocal interactions between the cerebellum and the
inferior olive (24, 25). In addition, electrophysiological studies
report changes in cerebellar activity after climbing fiber stim-
ulation (26–28) and during motor adaptation (2, 4, 7, 29) that
are consistent with the postulated role of climbing fiber-
dependent plasticity at pf*Pkj synapses.

Despite evidence supporting their postulated role in motor
learning, theoretical arguments suggest that memories stored
at pf*Pkj synapses would be susceptible to long-term degra-
dation as a result of ongoing motor adaptation. First, motor
memories are likely to be distributed across overlapping sets of
pf*Pkj synapses. If motor memories did not overlap, the
storage capacity of pf*Pkj synapses would be greatly reduced
(12, 17). Second, it is reasonable to assume that the pattern of
synaptic weights necessary to effect any given movement is
non-unique. If the activity of a Purkinje cell depends only on
the total sum of the synaptic input at any given moment, then
there will be a virtual infinity of synaptic weight combinations
capable of producing the same Purkinje cell output. Third, it
can be further assumed that repeated execution of any learned
movement in the face of constantly f luctuating internal and
external environmental conditions will generate a constant
stream of error signals. Given these three assumptions, it
follows that motor adaptation is an inherently noisy process,
and that random corrections to any given movement inevitably
will damage other existing motor memories. In particular,
ongoing corrections to any given movement will tend to
reshuffle the pattern of synaptic weights responsible for that
movement, and thus destroy any information relating to other
learned motor behaviors stored at the same synapses.

Anatomical arguments suggest that a second site of plasticity
at parallel fiber to stellateybasket (pf*StyBk) synapses could
provide an alternative locus of stable long-term storage in a
manner consistent with climbing fiber-dependent plasticity at
pf*Pkj synapses. First, learned pauses in Purkinje cell activity,
which in the above models results from the induction of
long-term depression (LTD) at pf*Pkj synapses, also could be
produced by appropriately timed increases in the inhibitory
synaptic input from stellateybasket cells. Second, stellate and
basket cells greatly outnumber Purkinje cells (30) and receive
similar patterns of parallel fiber input from granule cells, thus
pf*StyBk synapses provide a potentially large reservoir of
additional storage capacity. Third, the projection patterns of
stellateybasket cells respect the parasagital motor organization
of the cerebellar cortex (30, 31), suggesting that such projec-
tions may play a direct role in the execution of movements.
Fourth, recent studies report that rats raised in environments
requiring increased motor learning exhibit a significant expan-
sion in the number of stellate dendrites (32). Finally, plasticity
has been reported at synapses onto analogous interneurons in
other brain areas (33).

In this paper, we use a mathematical model of the cerebellar
cortex and its reciprocal interactions with the inferior olive to
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investigate how the two proposed sites of plasticity could
interact in complementary manner. Although plasticity at
synapses onto interneurons in the cerebellar cortex has been
studied in previous models (13, 16), these analyses did not
address the issue of how plasticity at pf*StyBk synapses might
be specialized for stable long-term storage. As a tractable
example of motor learning, the present model is applied to the
analysis of idealized Pavlovian conditioning trials. Our prin-
cipal finding is that when plasticity at pf*StyBk synapses is
sensitive to changes in Purkinje cell activity, motor memories
automatically are transferred from pf*Pkj to pf*StyBk syn-
apses during continued reinforcement training. These results
suggest that pf*StyBk synapses could provide a site of stable
long-term memory storage, whereas climbing fiber-dependent
plasticity pf*Pkj synapses provides a means of exploring novel
motor strategies in an intrinsically noisy environment without
damaging previously learned behaviors.

THEORY

The Anatomy of the Cerebellar-Olivary System. The anat-
omy of the cerebellar-olivary system relevant to the present
model is illustrated in Fig. 1 (34). Input to the cerebellar cortex
is via both mossy fibers and climbing fibers. Each mossy fiber
fans out to contact numerous granule cells, which, in turn,
project to Purkinje cells and also to stellate and basket cells.
Purkinje cells receive input from approximately 100,000 gran-
ule cells, but from only a single climbing fiber. Stellateybasket
cells, which are approximately 10–20 times more numerous
than Purkinje cells (30), make inhibitory synapses onto Pur-
kinje cells. Despite the known differences between stellate and
basket cells, the present model treats these cells as a single cell
type.

The sole output of the cerebellar cortex is via Purkinje cells.
The influence of Purkinje cells on climbing fibers is via a
disynaptic pathway consisting of two inhibitory synapses in
series; Purkinje cells make inhibitory synapses in the cerebellar
nuclei, and the cerebellar nuclei send a prominent inhibitory
projection to the inferior olive (35, 36), which is the sole source
of climbing fibers. Because both climbing fibers and cerebellar
nucleus neurons are tonically active (4, 37), it should be
possible to model the two inhibitory synapses between Pur-
kinje cells and climbing fibers as a single excitatory connection,
as shown in Fig. 1.

At the highest level of organization, the present model
assumes that the cerebellar cortex is divided into functionally
distinct microzones, each of which controls a specific muscle
group (24, 25). As illustrated in Fig. 1, each microzone consists
of a parasagital strip that runs transversely to the long axis of
the folia. The dendritic planes of the individual Purkinje cells
are oriented along the axis of their corresponding microzones,
whereas parallel fibers run in a perpendicular direction,
transecting multiple microzones as they course along the long
axis of the folia. The axons of stellate and basket cells run
transversely to the folia so as to potentially link different
Purkinje cells within the same microzone.

Because of regular patterns of connectivity within a single
cerebellar microzone, we assume that all cells of a given type
within a specific microzone exhibit identical behavior. With
this assumption, it becomes necessary to model only a single
representative stellateybasket cell, its target Purkinje cell, and
a single representative climbing fiber input.

Simplifying Assumptions. We seek to construct the simplest
mathematical model that is still able to capture important
features of the synaptic dynamics affecting the cerebellar
cortex. To this end, it is simplest to assume that the inputy
output properties of the neural elements are linear. This
assumption is supported by the finding that the neurons in the
present study all exhibit finite levels of background activity,
thus minimizing the importance of a nonlinear firing threshold.
Furthermore, because our goal is to model the slow cumulative
changes caused by synaptic plasticity, rather than the real time
behavior of the network, we may simplify the dynamics by
using a discrete time model in which the activities of the
individual neural elements, as well as the external inputs to the
system, change discontinuously on each time step. Specifically,
we assume that the activity of each neural element jumps
immediately to the value defined by the synaptic input present
on that time step. Finally, to avoid the introduction of large
number of arbitrary constants, the parameters of the model are
chosen so that the activities of all elements remain between
zero and one.

Purkinje Cells. Let the activity of a representative Purkinje
cell be denoted by Pp. Likewise, let the activity of a represen-
tative stellateybasket cell be denoted by Ps. To develop an
expression for Purkinje cell activity, let the elements {wi}
denote the individual pf*Pkj synaptic weights, and the ele-
ments {Pi} denote the activity levels of the individual parallel
fibers. The activity of the Purkinje cell then can be approxi-
mated by the linear sum of its synaptic input from parallel
fibers minus the inhibition from stellateybasket cells:

PP 5 Owi zPi 2 PS, [1]

where wi zPi represents the synaptic input to the Purkinje cell
because of the ith granule cell and the sum is over all parallel
fibers.

StellateyBasket Cells. As shown in Fig. 1, granule cells also
make direct connections onto stellateybasket cells. Letting the
elements {w9i} denote the individual pf*StyBk synaptic
weights, we may express the activity of a representative
stellateybasket cell as

FIG. 1. Schematic of a single cerebellar microzone. Within a
microzone, the cells are arrayed in a parasagital strip aligned trans-
versely to the long axis of the folia. Parallel fibers, running along the
axis of the folia, transect each microzone at a right angle, making
synapses with stellateybasket cells and Purkinje cells. Stellateybasket
cells send their axons along a transverse axis, linking Purkinje cells
within the same microzone. Climbing fiber input from a localized
region of the inferior olive is restricted to a single microzone and is
subject to feedback from this same region.
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PS 5 Ow9i zPi, [2]

where w9i zPi represents the ith synaptic input to a representative
stellateybasket cell and the sum is over all parallel fibers.

Climbing Fibers. Evidence suggests that climbing fibers can
be activated by external stimuli that signal a need for motor
adaptation (2, 7, 38). An expression for the activity of a
representative climbing fiber, denoted by PC, then may be
written

PC 5 PP 1 E, [3]

where E represents a source of transient external excitation
that causes climbing fiber activity to increase when motor
adaptation is required. For simplicity, we will assume that E 5
0, except during motor conditioning trials. Eq. 3 also expresses
mathematically the condition that net influence of Purkinje
cells on climbing fibers is excitatory, as shown in Fig. 1. For
purposes of the present model, the ability of a source of
external excitation to activate the correct set of climbing fibers
for promoting an adaptive movement will be assumed.

LTDyPotentiation at pf*Pkj Synapses. Numerous electro-
physiological studies have contributed to our understanding of
plasticity at pf*Pkj synapses (26–28, 39–41). In terms of the
combination of inputs necessary to induce plasticity, these
studies suggest that pf*Pkj synapses display a bidirectional
form of climbing fiber-dependent LTDypotentiation: the
weight of a pf*Pkj synapse decreases when active during
elevated climbing fiber input and increases when active during
reduced climbing fiber input. We may express this rule math-
ematically as follows:

Dwi 5 2dPi~PC 2 u!, [4]

where d denotes the magnitude of the changes in pf*Pkj
synaptic weights produced by climbing fiber-dependent LTDy
potentiation and u represents the level of climbing fiber activity
at which pf*Pkj synaptic weights remain constant. Previous
analysis has shown that with a plasticity rule of this form,
climbing fiber activity always is driven to this equilibrium level
(20). Because of the coupling between Purkinje cells and
climbing fibers, as expressed by Eq. 3, u denotes the equilib-
rium level of Purkinje cell activity as well.

Plasticity at pf*StyBk Synapses. To our knowledge, plas-
ticity at pf*StyBk synapses has not been investigated, and the
rules potentially governing such plasticity are completely
unknown. We require, however, that any plasticity rule at
pf*StyBk synapses not only contribute to motor learning in a
manner consistent with climbing fiber-dependent plasticity at
pf*Pkj synapses, but provide additional functionality as well.
One such rule that satisfies these requirements can be ex-
pressed mathematically as follows:

Dw9i 5 d9Pi~R 2 PS!, [5]

where d9 characterizes the magnitude of the changes in pf*St
synaptic weights produced by changes in Purkinje cell andyor
stellateybasket activity and R is defined as u 2 Pp. We assume
that pauses in Purkinje cell activity generate increased cere-
bellar output by releasing projection neurons in the cerebellar
nuclei from tonic inhibition, and thus may directly elicit
movements. The quantity R therefore provides a rough mea-
sure of the movement amplitude generated by a given decrease
in Purkinje cell activity. Qualitatively, Eq. 5 states that when
a pf*StyBk synapse is active (Pi ' 1) during a movement-
related pause in Purkinje cell activity (Pp ' 0, R . 0), the
synaptic weight increases by an amount proportional to d9 as
long as the activity of the stellateybasket cell remains near
equilibrium (Ps ' 0). To account for the extinction of condi-
tioned motor responses, Eq. 5 further specifies that increased
stellateybasket activity in the absence of a pause in Purkinje

cell activity promotes the induction of LTD at pf*StyBk
synapses. Although Eq. 5 implies that at equilibrium, Ps 5 0,
this equation may be easily modified by adding a constant value
to Ps to specify a finite equilibrium level of stellateybasket
activity.

The above equations can be solved exactly by using a
standard linear systems analysis. The predicted consequences
of the proposed plasticity rules are described below.

RESULTS

To explore cerebellar mediated motor learning, we use an
idealized Pavlovian conditioning protocol, in which an initially
neutral conditioned stimulus (CS) is paired repeatedly with an
unconditioned stimulus (US). After a large number of paired,
or reinforced, training trials, the CS comes to elicit a condi-
tioned motor response. In eyelid conditioning, the CS typically
is represented by a tone, and the US by an air puff directed at
the cornea. Eventually, the subject learns to generate an
anticipatory eyeblink in response to the tone. In the present
model, the CS is represented by a particular pattern of parallel
fiber input that is distinct from the time-averaged background
activity, and the US is represented by an increase in the
external excitatory drive to a representative climbing fiber,
modeled by setting E 5 1y2 in Eq. 3. Extinction is modeled by
resetting E to zero once a stationary state has been reached.
The amplitude of a conditioned response is represented by the
quantity R, which measures the reduction in Purkinje cell
activity during presentations of the CS. In each stimulated
training trial, the CS and the US are presented simultaneously
for a single time step, and the system is allowed to fully
equilibrate between trials. No attempt is made to account for
the temporal aspects of conditioning. The results of the model
when applied to an idealized Pavlovian conditional protocol
are show in Fig. 2.

The solid line in Fig. 2 A plots a measure of the conditioned
response, R, as a function of both training and subsequent
extinction trials. The learning curve defined by R is qualita-
tively similar to those obtained behaviorally (42). For the
parameters chosen, responses approach asymptotic levels in
approximately 100 training trials, with a similar number of
trials required to extinguish responses.

The rather conventional nature of the learning curve de-
fined by R masks a more complex underlying process, in which
the conditioned response is mediated initially by plasticity at
pf*Pkj synapses, but this plasticity subsequently is transferred
to pf*StyBk synapses with further training. To show this
process, we break the response into two components. The first
component, R9 5 Ps measures the contribution to the total
response because of plasticity at pf*StyBk synapses (Fig. 2 A,
dash-dotted line). The second component, R99 5 R 2 R9,
measures the remaining contribution because of plasticity at
pf*Pkj synapses (Fig. 2 A, dotted line). Early in training,
conditioned responses are entirely mediated by plasticity at
pf*Pkj synapses. With further training, this plasticity is trans-
ferred to pf*StyBk synapses. Eventually, asymptotic response
levels are mediated entirely by plasticity at pf*StyBk synapses,
and the weights of pf*Pkj synapses will have returned to their
initial values. A very similar process occurs during extinction.
Initially, the relatively rapid extinction of responses is medi-
ated by plasticity at pf*Pkj synapses, which become sufficiently
large to compensate for the increased inhibition from stellatey
basket cells. There then follows a prolonged period during
which the synaptic weights at both sites of plasticity return to
their original values.

The model predicts that the discharge activity of cerebellar
neurons will change in a characteristic fashion as the plasticity
responsible for the conditioned response is transferred from
pf*Pkj to pf*StyBk synapses. Early in training, before asymp-
totic response levels have been attained, the CS-evoked dis-
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charge activity of Purkinje cells decreases relatively rapidly as
a function of training, whereas the CS-evoked discharge
activity of stellateybasket cells changes very little during this
period. After asymptotic response levels have been attained,
however, the situation is predicted to reverse. The CS-evoked

discharge activity of Purkinje cells remains approximately
constant, whereas the CS-evoked stellateybasket discharge
activity slowly increases with further training. The extinction of
conditioned responses exhibits a similar phenomenology. The
CS-evoked Purkinje cell activity increases rapidly during the
initial phase of extinction training, whereas CS-evoked stel-
lateybasket activity decreases, but more slowly, during the final
phase of extinction training.

The model predicts that the US-evoked discharge activity of
climbing fibers also changes in a characteristic fashion during
training. Fig. 2B shows that early in training, climbing fibers
discharge robustly in response to the US. As the response
amplitude approaches asymptote, however, the external exci-
tation of climbing fibers is balanced by increased inhibition
from cerebellar nucleus neurons. The asymptotic response
amplitude corresponds to the point at which the increased
discharge activity of cerebellar nucleus neurons evoked by the
CS exactly cancels the excitatory influence of the US, and thus
climbing fiber activity remains constant during the training
trial. This automatic down-regulation of climbing fiber re-
sponses to CS1US trials has been modeled previously (21),
and is consistent with general theories of associative learning
(43) and with physiological recordings from climbing fibers
during several forms of motor adaptation (2, 7, 38). A related
process also is predicted to occur during extinction. Early in
extinction training, climbing fiber discharge activity drops
below normal background levels during presentations of the
unreinforced CS. This decrease occurs because the response-
related inhibition of climbing fibers by cerebellar nucleus
neurons is no longer countered by the excitatory influence of
the US. As conditioned responses are extinguished, however,
inhibition from the nucleus is reduced, and climbing fiber
discharge activity returns to normal background levels.

The theoretical learning curve plotted in Fig. 2 A predicts a
small overshoot in the learning curve during which the re-
sponse amplitude is predicted to rise slightly above its asymp-
totic level, and then slowly fall back. This overshoot occurs
because even though the asymptotic response amplitude has
been attained, the response-related pause in Purkinje cell
activity still promotes the induction of LTP in pf*StyBk
synapses, thus increasing the response amplitude still further.
This overshoot, which corresponds to an slightly higher level of
discharge activity in cerebellar nucleus neurons above their
equilibrium activity level, drives climbing fiber activity below
equilibrium, thereby promoting the induction of LTP at pf*Pkj
synapses. With continued reinforcement training, both pf*Pkj
and pf*StyBk synapses get stronger until the response is
entirely mediated by an increase in stellateybasket activity, and
pf*Pkj synaptic weights have been driven back up to their
original values. A analogous undershoot also is predicted to
occur during extinction. By driving cerebellar output below
zero, climbing fiber discharge activity becomes slightly ele-
vated, thereby driving synaptic weights at both sites of plasticity
back down to their original values. The proposed plasticity
rules thus ensure that motor conditioning is entirely reversible.

DISCUSSION

The present study describes how the synaptic plasticity postu-
lated to be responsible for the generation of conditioned motor
responses could be smoothly transferred from pf*Pkj to
pf*StyBk synapses during continued reinforcement training.
The principal assumption made by the present model is that
movement-related decreases in Purkinje cell firing promote
LTP at coactive pf*StyBk synapses, whereas increases in
stellateybasket activity during baseline Purkinje cell activity
produce LTD. Whether or not plasticity at pf*StyBk synapses
actually is governed by such a rule can be determined only by
direct experimental investigation. Unfortunately, no published
study of plasticity at pf*StyBk synapses is presently available.

FIG. 2. The transfer of plasticity from pf*Pkj to pf*StyBk synapses
during the acquisition and extinction of a conditioned motor response.
(A) Simulated acquisition and extinction training. The solid line plots
the quantity R 5 u 2 Pp, here used as a measure of response amplitude,
as a function of training trials. The parameters are chosen such that
acquisition occurs in approximately 100 training trials. The dotted line
shows the contribution to the conditioned response made by plasticity
at pf*Pkj synapses (R 2 Ps). Although such plasticity accounts for
much of the initial acquisition of the response, the contribution from
pf*Pkj synapses eventually reverses and decays to zero with continued
training. In contrast, the dotted-dashed line plots the contribution to
the conditioned movement from plasticity at pf*StyBk synapses (Ps),
which grows with continued training until such plasticity becomes
entirely responsible for the response after about 1,000 training trials.
Analogous phenomena occur during extinction. At the behavioral
level, extinction is mediated entirely by plasticity at pf*Pkj synapses,
requiring approximately 100 training trials, whereas nearly 1,000
extinction trials are necessary to fully extinguish the memory stored at
pf*StyBk synapses. (B) Climbing fiber responses during acquisition
and extinction. Climbing fiber responses are most prominent during
the initial phases of training, during which times they mediate rapid
motor adaptation at pf*Pkj synapses. As conditioned responses are
acquired, climbing fiber responses become suppressed by the increased
inhibition from the cerebellar nuclei. The small deviations in the level
of climbing fiber activity from equilibrium after asymptotic response
levels have been reached contribute to the transfer of plasticity from
pf*Pkj to pf*StyBk synapses. Analogous events occur during extinc-
tion. Plasticity at pf*Pkj synapses was chosen to be a factor of 10 times
stronger than plasticity at pf*StyBk synapses (d 5 10zd9).
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In addition to the indirect lines of evidence cited previously,
the strongest support for the hypothesis that plasticity at
pf*StyBk synapses could play an essential role in motor
learning may derive from theoretical arguments that postulate
a critical functional role for such plasticity. The present model
is anchored in the assumption that movement errors activate
the appropriate climbing fibers for adapting, or correcting, the
corresponding movement. Despite ongoing motor adaptation,
however, errors still will occur at a finite rate regardless of how
much the movement has been rehearsed. No biological system
can ever perform perfectly. Not only do external environmen-
tal conditions fluctuate in an unpredictable fashion, but move-
ments themselves are generated by biological components that
are inherently noisy and subject to failure. It follows that once
the rate of movement errors has been driven to a minimum, it
no longer will be possible to achieve additional improvements
in motor performance. There are likely to be a virtual infinity
of synaptic weight combinations that can produce any given
movement, however. Thus, the fluctuations in climbing fiber
activity produced by errors in the execution of any given
movement will cause the pattern of synaptic weights respon-
sible for that movement to be constantly reshuffled. Because
storage capacity arguments suggest that motor memories are
distributed across overlapping sets of synapses, it follows that
motor adaptation always will involve some degradation of
other previously learned movements. Over time, as movements
are continuously adapted, the memories for previously learned
movements, unless explicitly reinforced with additional train-
ing, will be destroyed.

Fluctuations in climbing fiber activity do not just reshuffle
synaptic weights, however. The changes in pf*Pkj synaptic
weights produced by such fluctuations are adaptive, and
indeed necessary, for the maintenance of motor performance.
The problem becomes how to explore new motor strategies
that might reduce the overall rate of motor errors without
destroying the memories for previously learned movements.
The present results suggest that one possible solution is to use
two sites of plasticity. The first site, located at pf*Pkj synapses,
responds to each fluctuation in climbing fiber input, even
though some of these fluctuations occur in random, or un-
learnable, contexts. As argued above, such random fluctua-
tions eventually would destroy any long-term information
regarding any learned movement that is not continuously
reinforced with additional training. Occasionally, however, a
given pattern of climbing fiber fluctuations will be predicted by
a reproducible pattern of parallel fiber input. In this case, the
changes in pf*Pkj synaptic weights can accumulate until an
adaptive movement has been acquired. The resulting changes
in Purkinje cell activity then will induce a transfer of the
plasticity responsible for the adaptive movement to pf*StyBk
synapses. If it is further assumed that the transfer of plasticity
is initiated only after plasticity at pf*Pkj synapses has built up
above a given threshold level, then plasticity at pf*StyBk
synapses can be effectively insulated from the ongoing random
fluctuations in climbing fiber input. Thus, the proposed mech-
anism allows sufficiently large motor adaptations to be stored
indefinitely without preventing novel motor strategies from
being explored.

The role of the cerebellum in motor learning is presently the
subject of much disagreement. A variety of studies have been
interpreted by some investigators as evidence that the cere-
bellum is not a site of motor learning at all, but rather provides
an essential input to a site of plasticity located elsewhere in the
nervous system (44–48). Although the present model is clearly
incompatible with such theories, the mechanism proposed
here for storing long-term information at pf*StyBk synapses is
consistent with a variety of related cerebellar models designed
to account for temporal aspects of motor learning (15, 16, 18,
19, 22, 23), as well as with models of cerebellar function based
on arrays of adjustable pattern generators (49) or on temporal

difference models (50). Other authors have conjectured that
whereas climbing fiber-dependent plasticity underlies cerebel-
lar involvement in motor leaning, synaptic plasticity in the deep
cerebellar nuclei also contributes to the storage of long-term
motor memories (14, 51–53). When plasticity in the cerebellar
nuclei (or equivalently in the vestibular nuclei) is regulated by
input from Purkinje cells (54), it has been argued that motor
memories would be transferred from the cerebellar cortex to
the cerebellar nuclei as a function of continued training (55).
Because the transfer of plasticity from the cerebellar cortex to
the cerebellar nuclei parallels the transfer of plasticity between
pf*Pkj and pf*StyBk synapses, it follows that much of the
present discussion regarding the function of plasticity at
pf*StyBk synapses could apply to the storage of motor mem-
ories in the cerebellar nuclei as well. The two sites of long-term
storage then might be specialized for different aspects of
learned motor behavior, as suggested by experiments showing
that the cerebellar cortex may play a primary role in the proper
timing of learned movements (4, 51).

Although anatomical evidence supporting the present
model was cited earlier, other anatomical evidence argues
against Purkinje cell-dependent plasticity at pf*StyBk syn-
apses. Whereas Purkinje cells send collateral projections to
basket cells (56), no such projections to stellate cells have been
reported (31). This result might reflect a basic dichotomy
between stellate and basket cells, or else Purkinje cells might
exert their influence on stellate cells though intermediate cell
types, such as Golgi cells (57). Such influence could in turn be
transmitted to stellate cells via the ascending axons of granule
cells, which previously have been postulated to exert a differ-
ential influence on their synaptic targets in the overlying layers
(58). Another argument against the present hypothesis is that
the number of pf*StyBk synapses is less than 15% of the
number of pf*Pkj synapses (59). Even so, this result still
represents an enormous number of synaptic contacts for any
given microzone. It is possible that such numerical disparities
reflect the different postulated roles of the two sites of
plasticity in motor learning. For instance, the task of initial
motor adaptation, in which an improved motor strategy must
be extrapolated from noisy data through a process of repeated
association, might require more synapses than does simply
storing such strategies once they have been fully acquired.
Finally, it may be argued that it is possible to stabilize motor
memories simply by making the changes in synaptic weight
irreversible. Irreversible changes come at a cost, however,
because they deplete the pool of synapses available for new
learning. Evidence that several forms of cerebellar motor
learning are reversible is also at variance with this idea
(60–62).

The main experimental prediction of the present model is
that in the cerebellar cortex, long-term motor memories are
stored at pf*StyBk synapses. At the behavioral level, this
model predicts that even though asymptotic performance
levels have been achieved, extensive further training may be
necessary to transfer recently acquired motor memories to
long-term storage. This result implies that the rate at which a
motor memory is forgotten will depend not on the level of
asymptotic performance attained but on the degree of over-
training after asymptotic performance levels have been
reached. Finally, although the present analysis has been re-
stricted to a single set of synapses in cerebellar cortex, it is not
implausible that similar mechanisms could be involved in the
transfer of memories to long-term storage at other sites in the
central nervous system.
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